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1. Introduction 

In the modern era with the growth of the automobile market, the prediction of prices of used cars has gained much emphasis and has become an absolute necessity. For some people, a car is a mode of investment and for some others owning a car is a mark of social prestige. In this study, a used car is identified as a vehicle that has previously had one or more retail owners, has run primarily on roads, seats one to eight people, have four tires, and mainly transport people rather than goods. It is common knowledge that the value of used cars depends on a number of factors. Therefore, physical attributes of cars, details of advertisement, age of cars, details of car type like model, brand etc. were considered as factors that need to get a clear picture regarding the price of used cars.  
This study aims to identify the factors most associated with the prediction of the price of used cars and develop a model to predict the price of a used car in Sri Lankan vehicle market. A precise mechanism for prediction of prices of used cars with interpretable approach would be highly beneficial specially to car buyers and sellers. From the sellers’ point of view, to get an idea about the value of their car before bringing it to the market and from the buyers’ perspective to decide how much will be spent on their car. Further this study supports many other related bodies like policy makers, people who are involved in the vehicle market, financial institutions leasing companies, insurance companies etc.

Price prediction of used cars seems to be an important and interesting topic discussed among the public all over the globe. This can be clearly seen with past studies or research which are related to used cars price prediction. Under the modeling part, statistical methods and machine learning models were used in previous studies. Some variable transformations were done by Pudaruth (2014) and Muley (2017) for non-normalized distributions in some variables. Pudaruth (2014), Noor and Jan (2017) and Celik and Osmanoglu (2019) used multiple linear regression models. Support Vector Machine and random forest are also widely used methods in similar studies (for example, Listiani, 2009; Pudaruth ,2014). Previous studies have shown that predicting used cars price is very popular throughout the world. But the number of studies focusing on price prediction of used cars in Sri Lanka is very low in comparison. Further, a study with a proper survey design and a detailed analysis is a rare situation in both Sri Lanka and worldwide.
2. Methodology
2.1 Sampling plan
Although it seems that cars in Sri Lankan vehicle market are to be the population of the study, we have defined the target population as follows;
“All the used cars manufactured after 2009 and registered or to be registered (unregistered) in western province that are advertised for sale in newspapers during September month in 2019 for the Sri Lankan market.”
The Sri Lankan car market is a collection of millions of cars and those cars have an extensive variety of features in every aspect. This characteristic is called ‘heteroscedastic’ in our sampling units. Therefore, stratified sampling technique was used based on background knowledge regarding available car brands in second hand car market. Then the population is divided in to seven strata. Five out of seven strata are individual car brands as Toyota, Honda, Nissan, Mitsubishi and Suzuki. Other two strata represent two different combinations of car brands. First combination was for luxury brands like Audi, BMW, Mercedes Benz and Perodua. Second combination was for remaining car brands like Hyundai, KIA, Mazda, MG, Micro, Tata, Viva and etc.
2.2 Questionnaire designing, data collection and the dataset
The questionnaire was designed to be used for a telephone survey and a pilot survey was used to improve the questionnaire. Random samples were selected from each stratum randomly in weekly basis. Weekly sample sizes were obtained from Yamane’s Formula. Israe (1992)
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  where, N= Total Population Size, e = margin of error
Finally, total sample was obtained by adding all four weekly samples. Final dataset was contained 347 car records with 21 different independent variables and 1 dependent variable (i.e. car price).
2.3 Analysis of Data
After the data cleaning and preprocessing part, a detailed descriptive analysis was carried out for the dataset. Univariate analysis and bivariate analysis included the visualization of data together with association tests conducted between the dependent variable (i.e. car price) and explanatory variables. Correlation coefficient was used to measure the strength of a linear relationship or association between two continuous variables and Goodman and Kruskal’s Tau Measure was used to measure the strength or association between two categorical variables. After that, Variance Inflation Factor (VIF) was used to show how the variance of an estimator is inflated by the presence of multicollinearity. As a rule of thumb, if the VIF of a variable exceeds 10, that variable is said to have high multicollinearity. When the categorical variables are contained in the dataset, Generalized VIF is computed by R software automatically. (Gujarati, 2004)
Subsequently the dataset was divided randomly into two parts namely, training and testing sets that consist of 278 observations (80%) and 69 observations (20%) respectively. Training data set was used in model fitting and parameter estimation while testing data set was used to evaluate prediction error. Based on the results of the descriptive analysis and objectives of the study, several models were built to predict used cars prices.
Generalized Linear Model (GLM) with Gamma Distribution 
Generalized Linear Models (GLMs) consist of wide range of models which include linear models as a special case. Its assumptions mainly include (Anderson et al., 2007, pp.10-11):

· Each component of 𝑌 (vector consisting of responses) is independent and is from of the exponential family of distributions (random component)

· The p (explanatory variables) covariates are combined to give the linear predictor 

𝜋:         𝜋 = X.𝛽 (systematic component)

· The relationship between random and systematic components is specified via a link function 𝑔, which is differentiable and monotonic;

            E [𝑌] = 𝜇=𝑔−1(𝜋)

An additional assumption is included when gamma distribution is used for GLM, i.e. All the responses should be positive (y≥0) (Manning, Basu, & Mulley, 2005).

Therefore, log function is used as the link function in this study:

          Log link function: 𝑔(𝜇𝑖)=log(𝜇𝑖)=𝑋′𝑖𝛽 (for 𝑋𝑖= [1, 𝑥1, 𝑥2, ..., 𝑥𝑖]) 
Multiple Linear Regression 
The relationship between the dependent and p number of explanatory variables (for ith observation) can be expressed as (Tranmer & Elliot, 2018):
𝑦𝑖= 𝛽0+ 𝛽1𝑥1𝑖+ 𝛽2𝑥2𝑖+⋯+ 𝛽𝑝𝑥𝑝𝑖+ 𝑒𝑖                                                            
Where; 

· 𝛽0 is the constant term 
· 𝛽1 to 𝛽𝑝 are the coefficients relating the p explanatory variables to the variables of interest 

· 𝑒𝑖 is the error term in ith observation 

There are few assumptions to consider when using the regression model fitted, for prediction purposes. They are,

1. The regression model should be correctly specified and is linear in terms of parameters 
2. Multicollinearity - There are no perfect relationships among the continuous variables 

3. Residuals are normally distributed with zero mean and constant variance (Homoscedasticity) 
4. Residuals are not related to the explanatory variables 
5. Residuals are not correlated with one another 
6. The number of observations ‘n’ must be greater than the number of parameters to be estimated (p+1) 

7. Variability in X values - variance of X must be a finite positive number 

When multicollinearity assumption is violated, the multiple regression model cannot be applied. Hence, that may need to move on with ridge, lasso or elastic net regression models which are similar to multiple regression model but with few modifications to deal with multicollinearity.

Table 1: Table of Multiple Linear Regression models with penalties 
	Ridge Regression 
	Lasso Regression
	Elastic-net Regression  
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Where, RSS= Residual Sum of Squares
𝜆≥0 is a tuning parameter
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 = Coefficient of xj th variable

α is the mixing parameter between ridge (α = 0) and lasso (α = 1)

3. RESULTS AND DISCUSSION
3.1 Descriptive Analysis

Most of the cars sold through paper advertising were registered cars, which implies that unregistered cars (used cars that imported by another country with higher/ non- zero millage) mostly used different advertising platforms like online websites, or are sold through agents or in any number of other ways. Even though most of the cars have around 1500 cc engine capacity there is a very wide range from around 25 cc to 3200 cc. These small engine capacities are for electric cars which have been newly launched to Sri Lankan vehicle market. Therefore, still there are a limited number of small engine capacity cars in Sri Lankan second hand car market. And also there are engine capacities for high weighted cars like pickup trucks and SUVs. Moreover, Toyota brand, automatic transmission type, white colour, having five doors and five seated facilities can be considered as the most common car attributes compared to other types. Cars which have manual transmission type usually show low prices but there are some expensive cars also with manual gear box. Those cars mostly belong to luxury brands and SUV vehicle type. Similar to the manual transmission type, electric fuel type cars also usually have low prices. But similarly there are some luxury branded, unregistered electrics cars specially those which have been used as sports cars in the market. It should be noted that car colour, advertised person, advertisement medium and district show a random pattern, with car prices. They did not express a relationship with car prices in this study even though expected.

Figure 1 shows correlation among variables (highly correlated variables are shown in dark blue (positive) and dark red colors (negative)).
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There was around -0.6 correlation between km reading and fuel consumption. That is usually very obvious relationship where the high engine capacity cars have low fuel consumptions.

There were no any positive correlations found where the correlation coefficient was greater than 0.5 in magnitude.
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Goodman- Kruskal measure as 1 indicated strongest relationship in car model with brand and car model with vehicle type.  There were seven stronger relationships also which indicated Goodman- Kruskal measure as higher than 0.8. Those were registered year to condition, number of owners to condition, brand to country, model to country, car model to fuel type, car model to number of doors and car model to number of seats.
Finally, VIF test was conducted using R package and obtained values as greater than 10 for some variables.  Those were car model, brand, vehicle type, country, condition, number of doors and number of seats. Therefore, it was confirmed that some variables contain multicollinearity in this dataset.
3.2 Advanced Analysis
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Due to the stratified sampling technique that was used, the dataset was able to represent all the available car brands. After that, clustering tendency was computed for the dataset by calculating the Hopkins statistics as 0.43 where, less than 0.5. Therefore, it can be concluded that this dataset is not cluster able (uniformly distributed). Hence, the analysis was conducted to the whole dataset at once. 
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The used car price has a positively skewed (Skewness = 2.89) distribution with majority of the cars within the range 1-10 million rupees. Out of them also highest number of cars were priced between 3-6 million rupees. Based on background knowledge it is known that, there are only a few extremely expensive cars in the second hand car market. The prices of the cars which belong to unregistered condition, SUV type, luxury brands and made in Germany seem to increase compared to other brands and countries. This might be the main practical aspect behind obtaining a right (positively) skewed distribution for the car price variable. Hence, log transformation was applied on the dependent variable and the distribution of the transformed variable is given in Figure 3. Then high skewness was reduced to 0.063.
Generalized Linear Model with Gamma distribution was used to model the original dependent 
variable which had a positively skewed distribution with selected independent variables. 
Table 2: Summary of GLM 

	RMSE for testing dataset
	MAPE for testing dataset
	R2

	6.83755
	20.18744
	0.5492


Although lower RMSE was seen, MAPE is very high (>100%) which questions the prediction accuracy of the model. The main reason to have a high MAPE is obtaining high prediction values for some observations with low price values. R2 value is also comparatively very low to obtain this as an adequate model (Table 2).
Therefore, Multiple Linear Regression models with penalties were used to develop an adequate model for transformed response variable i.e. log transformed used cars price.
Table 3: Summary of Multiple Linear Regression Models 

	Model
	Lambda value
	No. of variables (Including dummy variables)
	R2
	MSE (For testing dataset)

	Ridge regression model under minimum lambda
	0.0435 
	134
	0.9801

	0.0357



	Lasso regression model under minimum lambda
	0.0060
	71
	0.9611
	0.0285

	Lasso regression model under one std. deviation of minimum lambda
	0.0202


	38
	0.9308
	0.0343

	Elastic net regression model under minimum lambda
	0.0055 
	78
	0.9821
	0.0341

	Elastic net regression model under one std. deviation of minimum lambda
	0.0202 
	42
	0.9511
	0.0333


Out of all the models implemented, the best model is obtained by lasso model with R2 = 0.9308 which means 93.08% of variation in response variable (i.e. log value of used car price) is explained by the model. The best model for prediction, interpretation and inferential purposes have chosen considering the highest R2   with lowest number of variables and comparing the minimum test MSE s. Hence the lasso model under one std. deviation of minimum lambda for transformed data was taken as the best model.
Finally, the best model containing the variables that have a significant association with used car price are: car condition, model, brand, origin country, manufactured year, registered year, vehicle type, engine capacity, km reading, gear box type, fuel type and fuel consumption.
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Figure 4 illustrates the Q-Q plot of the deviance residuals. The residuals assume to be in normality as the sample size taken was sufficiently large. The residuals lie approximately in a straight line, although we see few slight deviations. Hence, standardized deviance residuals approximately follow normality.



The residuals vs. fitted values plot (figure 5) shows that there is no significant relationship between residuals and exoplanetary variables, as the residuals lie around zero without showing any pattern. In figure 6, due to all the observations within red colour dash lines we can conclude that no highly influential points (points which have larger effect on parameter values) can be seen from the final model. 
Therefore, according to the model diagnostics, it can be concluded that the final model satisfies all the model assumptions.
4 CONCLUSIONS /RECOMMENDATIONS

In conclusion, this study developed three models for used cars price prediction in the Sri Lankan vehicle market, from a survey conducted in Western Province on September, 2019. This study can be developed by getting more data from car selling websites as well. Further the accuracy of models can be improved by a detailed unsupervised machine learning procedure like clustering with large number of data and developing appropriate models for each cluster.
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GLM – Generalized Linear Model 

MAPE–Mean Absolute Percentage Error

MSE– Mean Squared Error 

RMSE–Root Mean Squared Error 

RSS- Residual Sum of Squares

VIF – Variance Inflation Factor
Figure 1: Correlation plot





Figure 2: Distribution of used car prices





Figure 3: Distribution of ln transformed used car prices








Figure 5: Residual vs fitted value plot for the best model 





Figure 4: Q-Q plot for the best model 





Figure 6: Cook’s distance plot for the best model
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